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The irrelevant sound effect (ISE) denotes the fact that short-term memory is disrupted while being

exposed to sound. The ISE is largest for speech. The presented study investigated the underlying

acoustic properties that cause the ISE. Stimuli contained changes in either the spectral content only,

the envelope only, or both. For this purpose two experiments were conducted and two vocoding

strategies were developed to degrade the spectral content of speech and the envelope independently.

The first strategy employed a noise vocoder that was based on perceptual dimensions, analyzing the

original utterance into 1, 2, 4, 8, or 24 channels (critical bands) and independently manipulating

loudness. The second strategy involved a temporal segmentation of the signal, freezing either spec-

trum or level for durations ranging from 50 ms to 14 s. In both experiments, changes in envelope

alone did not have measurable effects on performance, but the ISE was significantly increased

when both the spectral content and the envelope varied. Furthermore, when the envelope changes

were uncorrelated with the spectral changes, the effect size was the same as with a constant-

loudness envelope. This suggests that the ISE is primarily caused by spectral changes, but concur-

rent changes in level tend to amplify it. VC 2019 Acoustical Society of America.
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I. INTRODUCTION

The performance in short-term-memory tasks decreases

when subjects simultaneously listen to sounds (Colle and

Welsh, 1976; Salame and Baddeley, 1982). This effect is

called the irrelevant sound effect or irrelevant speech effect

(ISE; for reviews see Ellermeier and Zimmer, 2014; Hughes,

2014), the latter term emphasizing the fact that the effect is

strongest when the presented sound is speech, and it occurs

even when the subjects are told to ignore the sound that—in

fact—is irrelevant to the memory task they are asked to per-

form. A typical task consists of recalling the order of a

sequence of visually presented digits. A pervasive question

of the research on irrelevant speech has been which features

of speech do in fact make a sound disruptive in terms of its

interference with short-term memory (e.g., Schlittmeier

et al., 2012; Park et al., 2013). The present study attempts to

answer that question by investigating the contribution of

changes in spectrum versus changes in envelope by gradu-

ally degrading speech signals on either dimension. Here,

“changes in envelope” shall refer to the changes in total level

or loudness over time, such as would be caused by sinusoidal

amplitude modulation but can also be irregular as caused by

the syllables of speech that do not have a constant duration.

“Changes in spectrum” shall refer to changes in relative

loudness or intensity over time between frequency bands,

such as auditory filters or critical bands, without affecting

the total loudness or level. Thus, it addresses changes of the

spectral composition.

Recent theorizing (Hughes et al., 2005, 2007) has postu-

lated two kinds of mechanisms by which irrelevant-sound

interference comes about: (1) Interference-by-process result-

ing from the automatically processed irrelevant sound

obstructing the serial rehearsal of the to-be-remembered

material, and (2) attentional capture by some unexpected

feature in the irrelevant sound. While the latter process is

somewhat sensitive to semantic properties of the irrelevant

stream (Neely and LeCompte, 1999), such as mentioning the

listener’s name (R€oer et al., 2013), or pronouncing taboo

words (R€oer et al., 2017), the former process—observed in

the classical serial-rehearsal task—may be considered

largely acoustical in nature. That is underscored, for exam-

ple, by the fact that the ISE is typically of equal magnitude

for an unknown foreign language as for one’s native lan-

guage (Colle and Welsh, 1976; Ellermeier and Zimmer,

1997; Ellermeier et al., 2015), thereby suggesting a focus on

the acoustic properties of sound to explain the automatically

occurring interference by process in the ISE.

It is well established that the overall level of a sound has

no significant effect on the ISE (Colle, 1980; Ellermeier and

Hellbr€uck, 1998), with error rates being the same for moder-

ate as for high sound pressure levels of the distractor.

Various continuous noises including stationary noise with
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the average spectrum of speech produced the same error

rates in the recall task as silence did (e.g., Liebl et al., 2016),

suggesting that particular frequencies in the absence of any

temporal changes do not selectively impair short-term mem-

ory either.

Considering these findings, it seems evident that it is the

time-varying nature of speech (or irrelevant sound in gen-

eral) that causes the ISE. That is the central claim of the

original theorizing about the “changing-state effect” (Jones

et al., 1992) as well as its recent reconceptualization as the

“interference-by-process” mode of auditory distraction

(Hughes et al., 2005, 2007). Identifying a specific psycho-

acoustic sound feature as being at the root of what is per-

ceived as “changing state,” Schlittmeier et al. (2012)

recently suggested the magnitude of the ISE to be propor-

tional to psychoacoustical fluctuation strength (Fastl, 1983),

i.e., the amount of fluctuation perceived in the irrelevant

sound. Fluctuation strength captures both changes in enve-

lope and spectrum, and produces a maximum for modulation

frequencies around 4 Hz, which roughly corresponds to the

rate of syllables per second in speech. Despite its simplicity,

the model of Schlittmeier et al. (2012) has predicted the ISE

of various sounds correctly, with at least two notable excep-

tions: amplitude-modulated (AM) or frequency-modulated

(FM) sounds with a constant modulation frequency. A peri-

odic pattern in a synthetic sound may lead to the perception

of fluctuation, but impairs short-term memory only margin-

ally. Ellermeier and Zimmer (2014; Fig. 2), for example,

reported the error rate for an uninterrupted FM tone as a

function of modulation frequency. The inverted-V pattern

mimicked the rise and fall of fluctuation strength as a func-

tion of modulation frequency, but the maximum error rate

was still close to that obtained for silence.

Thus, the changing state property causing the ISE is

likely to consist of irregular changes in spectrum and enve-

lope, or both. The questions remain: which of these two con-

tributes more strongly, and are the effects of irregular AM

and FM additive or subject to interactions? Slow changes at

a rate below 2 Hz have not shown any effect for irregular

FM (Jones et al., 1993) or for short words of varying level

(Tremblay and Jones, 1999). The latter study used spoken

integers as words, which depending on the condition were

always presented at the same level or randomly changed in

level between 55 and 85 dB(A). Likewise, employing AM

on a constant spectrum yielded negligible effects on the error

rate, even if the modulation was taken from the envelope of

speech (e.g., Salam�e and Baddeley, 1989). By contrast,

randomly ordered tones varying in frequency but having a

constant level produced a large increase in error rate (Jones

and Macken, 1993). Typically, however, irrelevant sound

effects produced with varying tones or other non-speech

signals are considerably smaller than those obtained with

speech (see Ellermeier and Zimmer, 2014). Some studies

have used the opposite strategy, of degrading free-running

speech successively, eventually generating a noise-like

sound that produces no more disruption (Ellermeier et al.,
2015; W€ostmann and Obleser, 2016; Senan et al., 2018a).

These studies degraded the spectral content of speech by

using a vocoder (Dudley, 1939) and varying the number of

channels, with noise bands as carrier signals. For 20 chan-

nels, the error rate was the same as for original speech, while

for one channel, i.e., with no changes in the spectrum and

thus equivalent to Salam�e and Baddeley (1989), the error

rate was similar to that for silence. In-between, Ellermeier

et al. (2015), for example, demonstrated a gradual increase

in error rate with an increase in the number of vocoder chan-

nels, or greater spectral variations in speech. However, by

using a typical vocoder, the changes in the envelope were

always the same as in the original speech signal, and the

study design therefore did not show whether the effect was

amplified by or independent of the simultaneous AM.

For this reason the present study used vocoding strate-

gies that allowed for controlling the amount of change in

spectrum and envelope as independently as possible. Here

and hereafter, a change in envelope refers to an amplification

or attenuation of all frequency bands over time by the same

amount (relative to a stationary sound with a given spec-

trum). Likewise, a change in spectrum means that calculated

loudness (experiment 1) or A-weighted level (experiment 2)

remained constant over time while the spectral composition,

i.e., the relative loudness or level of the frequency bands,

changed. That was achieved by interpreting momentary spe-

cific loudness as a percentage of total loudness (experiment 1)

or by scaling levels of frequency bands to achieve a desired

constant total A-weighted level (experiment 2).

II. METHOD

Two experiments were conducted. In experiment 1, the

envelope of noise-vocoded speech was either preserved as in

the original speech signal, normalized to have constant loud-

ness, or modified to have the envelope of another speech

signal. The number of channels of the vocoder was varied

for each of these three conditions. In experiment 2, the dura-

tion to determine the overall level, the third-octave spectrum,

or both were varied. The signal was then synthesized from

noise bands based on the thus extracted information.

The stimuli were derived by degrading speech. An alter-

native approach to obtain changes in spectrum and envelope

over time could have been irregular AM or FM of pure tones

or other simple synthetic stimuli. However, this would have

resulted in a much simpler spectral composition than speech,

and that is why “creative” ways to degrade speech that

exhibit according perceptual changes over time, were tried

in this study.

A. Subjects

Fifty-five subjects participated in experiment 1 (39

females and 16 males, 18 to 51 years, median 23 years).

Forty subjects participated in experiment 2 (32 females and

8 males, 19 to 46 years, median 25 years). Most of them par-

ticipated in both experiments, though not necessarily in the

order of doing experiment 1 first and experiment 2 second.

All subjects reported having normal hearing. Most subjects

were students of psychology at TU Darmstadt and partici-

pated for course credit, the remaining were friends of the

experimenters and participated voluntarily without compen-

sation. No attention was paid to the age since the design was
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within-subject, we assumed the effects to occur indepen-

dently of age. Furthermore, the ISE had been reported to be

independent of age (Rouleau and Belleville, 1996).

B. Apparatus

The experiments were run in a sound-proof booth. Stimuli

were converted from digital to analogue form by a RME

Hammerfall DSP Multiface II (Audio AG, Haimhausen,

Germany), passed through a Behringer Powerplay Pro-

8 HA8000 headphone amplifier (Willich, Germany) and pre-

sented diotically via Beyerdynamics DT-990 Pro headphones

(Heilbronn, Germany).

C. Stimuli

For each experiment, a specific vocoder was imple-

mented in Matlab. It used bandpass-filtered noises, which

were generated using ArtemiS software (Head Acoustics,

Herzogenrath, Germany). All bandpass filters were 6th-order

Butterworth filters, and limiting frequencies denote the 3-dB

cutoff points.

The stimuli were chosen from monophonic recordings of

four speakers (two female and two male), who read long pas-

sages of meaningful text, both fictional, and non-fictional.

These recordings were made in our lab, with native speakers

of German reading German text. The primary language of the

subjects was also German. 240 segments (60 per speaker)

with a duration of 14 s and a separation of 4 s between seg-

ments were cut out of the recordings. The original-speech

stimuli were chosen from this set, ten for experiment 1 and

another ten for experiment 2. The sets of stimuli for the two

experiments did not overlap. Stimuli were allowed to be from

the same passage of text, but at least 18 s of reading time

were in between the stimuli that were finally chosen. The

vocoded stimuli were derived from these original-speech

stimuli. The stimuli had energy-equivalent levels between 60

and 65 dB(A), a duration of 14 s and rise and fall times of

20 ms.

1. Experiment 1

Calculations of momentary loudness and momentary spe-

cific loudness were performed for the original-speech stimuli

according to DIN 45631/A1 using ArtemiS audio analysis

software, including 2 s before and after the 14-s excerpt to

avoid low “wrong” loudness readings during the first millisec-

onds of the actual stimulus to be presented. Values of momen-

tary loudness (sometimes also called “instantaneous

loudness”) and momentary specific loudness were sampled

every 2 ms and these values were used to manipulate the

speech stimuli. There was no windowing of such a short dura-

tion. DIN 45631/A1 uses several bandpass and low-pass fil-

ters, with time constants depending on frequency.

Furthermore, bandpass-filtered noise spectra with a duration

of 14 s each were derived from pink noise. These included

one 24-Bark-wide noise, two 12-Bark-wide noises, four 6-

Bark-wide noises, eight 3-Bark-wide noises, and 24 1-Bark-

wide noises. The limiting frequencies were taken from the

critical-band scale (Zwicker 1961, Table I), and the bands

generated for a given vocoding condition were adjacent. For

example, the first of the four 6-critical-band wide noises gen-

erated for the 4-channel vocoding condition consisted of

bands no. 1 to 6 (20 to 630 Hz), the second of bands no. 7 to

12 (630 to 1720 Hz), the third of bands no. 13 to 18 (1720 to

4400 Hz), and the fourth of bands no. 19 to 24 (4400 to

15 500 Hz). The bandpass-filtered noises were stored as 24-bit

wav files. The vocoder (see next two paragraphs) modified the

levels of these bandpass-filtered noises, varying over time,

and added them to yield the vocoded stimulus.

The vocoder was intended to be a “perceptual vocoder”

that used loudness to determine the envelope and specific

loudness to determine the spectral content. In order to adjust

the level of a bandpass-filtered pink noise to a target loud-

ness, tables relating its loudness in sone to sound pressure

level were calculated beforehand. A schematic representa-

tion of the vocoder is given in Fig. 1 for the example of a

four-band vocoder.

After the preprocessing had been done in ArtemiS soft-

ware, the actual vocoder was implemented in Matlab. The

levels of the bandpass-filtered noises were adjusted to match

their target loudness at a rate of 2 ms. The target loudness

was given by the sum of specific loudness over the critical

bands corresponding to the bandpass-filtered noise, and the

total target loudness. Three different strategies were used to

obtain the target loudness. (1) “Original loudness”: The tar-

get loudness of each bandpass-filtered noise was directly

given by the sum over momentary specific loudness of the

respective critical bands of the original speech signal. This is

very similar to a conventional noise vocoder. (2) “Constant

loudness”: The target loudness of the vocoded signal was

given by the overall loudness of the speech signal, i.e., it

was constant across the 14-s duration. The measure used for

overall loudness was the LLP (ISO, 2017; Schlittenlacher

et al., 2017). The contribution of each bandpass-filtered

noise in sone was given by the percentage of the momentary

specific loudness of the corresponding critical bands in the

speech signal. For example, the band stretching from 20 to

630 Hz could have contributed 23% of the total loudness at a

given moment. If the overall loudness was 10 sone, the level

of the bandpass-filtered noise would have been adjusted to

result in a loudness of 2.3 sone at the given moment. Thus,

the total loudness remained constant, but the spectral content

varied over time. (3) “Uncorrelated loudness”: Determining

the percentage which a band contributed to total loudness

was done as previously, but the total loudness was now given

by the momentary loudness of another speech signal. Thus,

the momentary spectral content and momentary loudness

were determined by two different speech signals. The varia-

tions over time were speech-like for both variables, but they

were uncorrelated.

For example (and using fictional loudness values for this

example), if a 4-band vocoded stimulus were to have a total

loudness of 10 sone at time t¼ 1432 ms, and the first of these

four bands spanning the first six Bark (20–630 Hz) in the

original speech made up 20% of total loudness at this point

in time, the bandpass-filtered noise from 20 to 630 Hz was

adjusted to a level such that its specific loudness from 20 to

630 Hz summed to 2 sone (i.e., 20% of the 10 sone). The
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same procedure was repeated for the three other bands

and corresponding bandpass-filtered noises (630–1720 Hz,

1720–4440 Hz, and 4440–15 500 Hz). This procedure was

repeated each 2 ms, i.e., the next adjustment of level in each

bandpass-filtered noise happened at t¼ 1434 ms. After the

levels of all bandpass-filtered noises were adjusted at all

points in time, they were added.

It should be noted that the conditions for uncorrelated

loudness and constant loudness contained some clearly audi-

ble artefacts. When the original stimulus was very soft due

to a pause made by the speaker, the spectrum was quasi-

random and was amplified into the audible range. The actual

speech content, i.e., phonemes, were not affected by this

artefact. Further distortions like in a fast-acting hearing aid

were not noticed, probably because the transformation to

noise, i.e., the vocoder itself, dominated these distortions.

2. Experiment 2

The vocoder for this experiment was intended to control

the variation of the spectral content and of the amplitude

envelope by keeping them frozen for different lengths of

time, thus resulting in what might be called “pixelated

speech.” By doing so, the spectral resolution and the changes

in level were determined by segment duration, and not by

the number of frequency bands, as in experiment 1. Non-

overlapping discrete Fourier transformations (DFTs) with

window lengths of 50, 100, 200, 500, or 14 000 ms were

calculated for each speech sample to be processed. The DFT

spectra were used to determine third-octave levels and the

A-weighted equivalent sound pressure level (LAeq) for each

segment.

Vocoded stimuli were generated by manipulating the

level of third-octave wide noises, whose waveforms were

subsequently added, using three different strategies. The cen-

ter frequencies of the 27 third-octave wide noises ranged

from 50 to 20 000 Hz. (1) Varying spectrum, varying LAeq:

The levels of the third-octave noises were determined by the

third-octave levels of the original speech signal for segment

lengths of 50, 100, 200, 500, or 14 000 ms. The third-octave

levels were frozen within a given segment, and abruptly

changed between segments. The segment duration of

14000 ms resulted in a stationary noise that had the average

spectrum of speech. (2) Constant spectrum, varying LAeq

only: Third-octave levels were determined for a DFT length

FIG. 1. “Perceptual vocoder.” The schema shows the 4-band vocoder as an example. The target total loudness was determined by three different strategies.

Details are given in the text. The differences to a common noise vocoder are the use of perceptual scales (critical bands, loudness), and the control of degrada-

tion in both of them, not only in the spectrum.
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of 14 s, i.e., the whole stimulus. The LAeq was determined

for segment lengths of 50, 100, 200, or 500 ms, and the con-

stant spectrum was amplified or attenuated over time to

match each segment’s target LAeq. (3) Varying spectrum,

constant LAeq: The LAeq was determined for a segment dura-

tion of 14 s, i.e., based on the entire stimulus. Third-octave

levels were determined for segment lengths of 50, 100, 200,

or 500 ms, thus resulting in a sound of constant LAeq but sub-

ject to step-wise changes in spectral composition at constant

intervals. A schematic representation of the vocoder is given

in Fig. 2.

D. Procedure

A trial started with a blue square on the screen that

became smaller and disappeared after 2 s. After this visual

warning signal, the “irrelevant” background sound was

played for 14 s. During the first 9 s of sound playback, the

digits between 1 and 9 were presented in random order on

the screen. Each digit was displayed for 1 s, and was not

repeated. The task for the subject was to memorize the order

of the digits and to ignore the sound. After the sound termi-

nated, buttons depicting the digits 1 to 9 were displayed in a

keyboard-like 3� 3 matrix in a fixed layout. The subject

could click on each digit only once, and had to click each

digit to report the memorized order. The dependent variable

was defined as how many of the nine digits of a given trial

were recalled at the correct position.

1. Experiment 1

Experiment 1 used 15 irrelevant-sound conditions.

Conditions 1 to 5 (“original envelope”) were vocoded with

resolutions of 1, 2, 4, 8, and 24 bands, respectively. The

momentary loudness was given by the original momentary

loudness of the speech signal. Conditions 6 to 10 (“constant

loudness”) were vocoded using the same numbers of bands

as conditions 1 to 5, but the momentary loudness was kept

constant at the overall loudness (LLP) of the original speech

signal. Conditions 11 to 13 (“uncorrelated envelope”) were

vocoded with resolutions of 2 bands, 4 bands, and 24 bands.

Their loudness was adjusted to the momentary loudness of

another speech signal while the percentages of the spectral

contributions of each band were determined by the original

speech signal, i.e., spectral content and loudness were uncor-

related. 1 band was not used for the uncorrelated-envelope

because that would have resulted in a speech-like modulated

constant spectrum, perceptually the same as the 1-band con-

dition with the “original envelope.” Eight bands were not

used for the “uncorrelated envelope” condition either.

Condition 14 was stationary pink noise, and condition 15

was the original speech recording.

The 150 trials resulting from 15 conditions and ten differ-

ent underlying original-speech samples per condition were

divided in two sessions, each having 75 trials. The order of tri-

als was random and different for each participant. Each session

began with an additional three practice trials. Participants

received feedback about their percentage correct after every

ten trials, and could use this opportunity to take a rest.

2. Experiment 2

Experiment 2 used 14 irrelevant sound conditions. For

conditions 1 to 4 (varying spectrum, constant LAeq), the spec-

tral content changed every 50, 100, 200, or 500 ms, respec-

tively, while the A-weighted level was kept constant. For

conditions 5 to 8 (varying LAeq), the A-weighted level

changed each 50, 100, 200, or 500 ms while the spectrum

was determined by the average spectrum of the entire 14-s

utterance, i.e., it was fixed and basically a speech-shaped

broadband noise. For conditions 9 to 12 (varying spectrum,

varying LAeq), both spectrum and level changed each 50,

100, 200, or 500 ms. Condition 13 was stationary noise, with

both spectrum and level being determined by the whole 14 s.

Condition 14 was the original speech recording.

The procedure was equivalent to experiment 1, with ten

different underlying original-speech samples per condition,

two sessions, the same amount of practice, and same proce-

dure for feedback and opportunities for rest.

III. RESULTS

Numbers of digits correctly recalled were averaged

across trials and subjects using the arithmetic mean. Figure 3

shows the results of experiment 1. It can be seen that no mat-

ter what the envelope manipulation was, the number of digits

correctly recalled decreased with the number of bands of the

vocoder (i.e., the better the spectral detail was preserved).

Fewer digits were recalled when the envelope of the original

sound was preserved (solid line) than when the envelope was

set to a constant loudness (dashed line). Performance was

even better when the envelope and spectral content were

determined by different speech signals (dashed-dotted line).

The main part of the experiment consisted of conditions

1 to 10, i.e., the variation of the number of vocoder bands,

either with the original envelope in a given frequency band,

or with constant loudness. A 5� 2, bands (1,2,4,8,24)

� envelope (original, constant), within-subjects analysis of

variance yielded a statistically significant main effect of the

number of vocoder bands, F(4,216) ¼ 67.9, p< 0.001 and a

FIG. 2. “Pixelated speech” vocoder. A speech signal is split into several temporal segments, during which spectrum and/or level are frozen. The resolution of

this vocoder is determined by the segment duration, not by the number of bands, and it can degrade both spectrum and envelope in the temporal domain.

Details are given in the text.
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statistically significant main effect of envelope, F(1,54)

¼ 24.7, p< 0.001. The interaction between the two was not

statistically significant, F(4,216) ¼ 2.32, p¼ 0.058.

The three conditions with the envelope being uncorrelated

to the spectral changes (dashed-dotted line in Fig. 3) had been

added in the experimental design to check whether they pro-

duced a smaller ISE than the original envelope. Surprisingly,

they even produced a slightly smaller error rate than the

constant-loudness envelope. However, this difference just

missed statistical significance according to a 3� 2, bands

(2,4,24) � envelope (constant, uncorrelated), analysis of vari-

ance, F(1,54) ¼ 3.50, p¼ 0.067, and neither was the interac-

tion between bands and envelope, F(2,108) ¼ 2.36, p¼ 0.099.

On average, 0.2 digits more were recalled in the one-

band constant-loudness condition (speech-shaped noise) than

with pink noise, despite both of them being stationary noises.

However, this difference was not statistically significant in a

two-tailed paired t-test, t(54) ¼ 1.66, p¼ 0.103. The differ-

ence between the one-band original-envelope condition and

pink noise also was not statistically significant, t(54) ¼ 0.46,

p¼ 0.65, suggesting that changes in envelope alone did not

increase the error rate.

The results of experiment 2 are shown in Fig. 4. In general

the number of digits recalled increased as the “frozen” segments

got longer, i.e., as speech became more “pixelated” or more and

more degraded. An exception is given by the condition in which

only the amplitude envelope varied from segment to segment,

while the spectral content remained constant: Here, performance

is hardly affected at all (triangles, dashed-dotted line).

Overall, performance disruption ranged from about 25%

of the maximal ISE with a segment duration of 500 ms to

about 80% for a segment duration of 50 ms, that is—for the

conditions in which the spectrum, or both spectrum and level

varied—the segment lengths chosen produced effects that

were monotonic with segment length and covered almost the

entire range of potential effects. Up to 0.5 digits more were

recalled on average when only the spectral content varied

(squares, dashed line) than when both spectral content and

level varied between segments (circles, solid line).

The outcomes thus characterized were confirmed by a

within-subject 4� 3, segment duration (50, 100, 200,

500 ms) � variation (constant level, constant spectral con-

tent, both varying), within-subjects analysis of variance. The

main effect of segment duration was statistically significant,

F(3,117) ¼ 15.4, p< 0.001, as were the main effect of varia-

tion, F(2,78) ¼ 27.6, p< 0.001, and the interaction between

the two, F(6,234) ¼ 8.10, p< 0.001.

The conditions involving changes in level only (trian-

gles, dashed-dotted line) were not statistically different as a

function of segment length, as is shown by a one-way,

within-subject (segment duration; 50, 100, 200, 500 ms)

analysis of variance, F(3,117) ¼ 1.49, p¼ 0.22. By contrast,

the difference between the conditions with varying spectral

content only (dashed line) and additionally varying level

(solid line) was statistically significant as confirmed by a

within-subject 4� 2, segment duration � variation, analysis

of variance which produced a significant effect of variation,

F(1,39) ¼ 4.38, p¼ 0.043, and no significant interaction.

IV. DISCUSSION

Two different vocoder strategies were used to degrade the

spectrum and envelope of free-running speech independently:

One strategy operating in the spectral domain (experiment 1),

the other one in the temporal domain (experiment 2). Their

FIG. 3. Results of experiment 1. The average number of digits recalled

(maximum 9) is shown as a function of the number of bands used in the

vocoder. Circles connected by a solid line show conditions with the original

envelope, squares connected by a dashed line conditions having a constant

loudness, and triangles connected by a dashed-dotted line conditions where

the envelope was taken from another speech signal but uncorrelated to the

spectral content. The cross shows the original-speech condition, the asterisk

pink noise. Error bars denote standard errors of the mean. The scale on the

right hand side shows the ISE as the performance decrement in percent, ref-

erenced to the stationary pink noise condition (0% ISE) and playback of the

original speech (100% ISE).

FIG. 4. Results of experiment 2. Average number of digits recalled as a

function of segment duration in “pixelated speech.” The circles on the solid

line show conditions where both spectral content and envelope varied

between segments, the squares on the dashed line those, where only the

spectral content varied, and the triangles on the dashed-dotted line show

conditions in which only the envelop varied. The original speech condition

is shown by a cross. Error bars denote the standard error of the mean. The

scale on the right hand side shows the ISE as a percentage between a station-

ary noise resulting in a 0% performance decrement, and original speech pro-

ducing a 100% ISE.
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effects shall be discussed with respect to: (A) spectral noise

vocoding, (B) freezing speech segments in spectrum or level,

i.e., “pixelated speech,” (C) the role of spectral and level

changes, and (D) potential predictors for the magnitude of

irrelevant speech effects.

A. Spectral noise vocoding

Experiment 1 shows a substantial effect of the number

of frequency channels used in degrading the original speech

recordings (Fig. 3), much like in similar, earlier work

employing conventional vocoding by preserving the ampli-

tude envelope in each channel (e.g., Dorsi, 2013; Ellermeier

et al., 2015; W€ostmann and Obleser, 2016; Senan et al.,
2018a): Notably, the effect of the number of channels con-

tinues beyond what is required for decent speech intelligibil-

ity (4 noise-vocoder channels already yield some 80%

correct, see Ellermeier et al., 2015). That suggests that

spectral-energy changes between critical bands (correspond-

ing to our 24-band condition) are most important for explain-

ing the effect of frequency changes on the impairment of

short-term memory performance. Any further spectral reso-

lution—as given in the present “original-recordings” condi-

tion—might just make additional short-range frequency

modulations or subtle pitch changes available, contributing

to enhancing the quality of the sound, but not to its process-

ing as (interfering) speech. Consequently, no statistically sig-

nificant performance difference was observed between the

24-channel condition and free-running (original) speech.

As regards intermediate conditions, the four-band condi-

tion with the original envelope of experiment 1 exhibited an

ISE of 64%, with the error rate expressed as a percentage of

the maximal performance decrement observed when com-

paring stationary noise with speech. This is comparable to

other vocoder studies. With four bands, both Ellermeier

et al. (2015) and Senan et al. (2018a) found ISEs of approxi-

mately 60% of the range between silence and speech.

B. Freezing speech segments: “pixelated speech”

In experiment 2, freezing the spectrum, or spectrum and

level/loudness for speech segments increasing in length from

50 to 500 ms, monotonically improved serial recall (Fig. 4),

i.e., the more “pixelated” the speech signal became, the less

it affected cognitive performance. That may also be inter-

preted as a “dosage” effect, reflecting the number of changes

per time. Bridges and Jones (1996) showed that the error rate

increases with the number of words presented in the irrele-

vant sound stream per time unit. Similarly, the number of

changes was varied in the present study, and error rate

increased. However, it should be kept in mind that when

averaging spectrum or level across a longer duration, the

magnitude of the changes also decreases because the average

content of a long segment gets closer to the long-term aver-

age of speech. The results might also be explained by the

modulation frequencies that are present in speech. Typically,

the most important modulations for speech perception have

rates between 4 and 16 Hz (Drullman et al., 1994). The

shortest segment duration of 50 ms meant up to 20 changes

per second, and thus may have just missed the fastest of the

relevant modulations, but still produced an ISE of 80% of

that for speech. Longer segment durations removed the

higher modulation frequencies, similar to a low-pass filter,

and thus reduced the amount of the ISE.

It is interesting to compare the results of experiment 2

with recent work on the intelligibility of pixelated speech. In

studying what they call “mosaic speech,” Nakajima et al.
(2018) found speech with temporally frozen (i.e., our “both

varying” condition) critical-band segments under 40 ms

length to be near perfectly intelligible, with performance

dropping to 50% for 80-ms segments, and below 10% for

segments of 160 ms or longer. Again, as with noise-

vocoding, in the present cognitive-disruption experiment, the

beneficial effects of degrading speech by freezing temporal

segments appear to extend beyond what might be expected

from the intelligibility of the same material.

C. Spectral versus level changes

The point of the present study was to investigate

changes in loudness (or envelope) in addition to the spectral

changes manipulated by vocoding, since a typical vocoder

would simply preserve all changes in loudness or level. In

both experiments, the ISE turned out to be bigger when both

spectral content and loudness varied compared to when only

the spectral content varied but loudness remained constant.

This seems surprising since changes in the envelope alone

did not have any effect (see also Tremblay and Jones, 1999).

That may suggest that changes in envelope have an amplify-

ing effect in producing an ISE: Spectral changes might be

perceptually enhanced when there are simultaneous loud-

ness/envelope changes. By contrast, when the spectral con-

tent does not change, there is nothing to enhance.

This line of reasoning is also consistent with the results

of the three conditions of experiment 1 in which an uncorre-

lated envelope was applied to the respective vocoder chan-

nels (see Fig. 3). In these conditions, the temporal variation

of loudness did not coincide with the temporal variation of

spectral content. Therefore, one might argue, it did not

amplify the ISE but showed the same task disruption as the

constant-loudness conditions, with the ISE being entirely

determined by the changes of the spectral content.

D. Indices predicting the ISE

Schlittmeier et al. (2012) showed that psychoacoustical

fluctuation strength correlates with the magnitude of the ISE

for many real-world sounds (speech, traffic noise, animal

sounds). For these stimuli changes in envelope and spectral

content are not artificially separated like in the present study.

Schlittmeier et al. (2012) also pointed out—as have others

confirmed, e.g., Ellermeier et al. (2015)—that a subset of the

stimuli used in the present study, broadband noise that only

varies in amplitude over time but has fixed spectral content,

fluctuation strength is not a good predictor of performance

disruption. Therefore, no attempt was made to predict the

current results by determining the fluctuation strength of the

signals employed. However, it is noteworthy that the ISE

tended to be larger when the original envelope was used

compared to when the dynamic range of possible critical-
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band levels was compressed by enforcing a constant loud-

ness or constant LAeq.

Altogether, both experiments showed that the main

determinant of the ISE are changes in spectral content,

thereby lending support to the idea that an estimator of the

amount of spectral change between speech tokens might

constitute a better predictor of the ISE. Park et al. (2013)

and subsequently Senan et al. (2018a,b) proposed the fre-

quency domain correlation coefficient [FDCC; eq. (1) in the

papers] to capture the amount of spectral change between

successive speech elements, though with limited success in

predicting their own ISE data. It is conceivable that an

improved version of this measure, supplemented by a

method to factor in coherent amplitude changes might be a

promising predictor of the ISE.

V. CONCLUSIONS

(1) In both experiments, the main factor that determined the

magnitude of the ISE was spectral degradation. Using 24

vocoder channels or a temporal resolution of 50 ms for

rendering spectral change had almost the same effect as

presenting original speech.

(2) Changes in envelope alone produced nearly the same

error rate as stationary noise, i.e., had no effect on serial

recall performance.

(3) However, changes in envelope and spectrum had a greater

effect than changes in spectrum alone. This suggests that

changes in envelope amplify the irrelevant speech effect,

although they do not cause an ISE themselves.

(4) When the changes in envelope are determined by a dif-

ferent speech signal than are the spectral changes, they

do not amplify the ISE and have the same effect as a

constant envelope.
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